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ParSQuAD: Persian Question Answering Dataset based on Machine Translation of SQUAD Y..
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Recent developments in Question Answering (QA) have improved state-of-the-art results, and various datasets have
been released for this task. Since substantial English training datasets are available for this task, the majority of works
published are for English Question Answering. However, due to the lack of Persian datasets, less research has been
done on the latter language, making comparisons difficult. This paper introduces the Persian Question Answering
Dataset (ParSQuUAD) based on the machine translation of the SQUAD Y.. dataset. Many errors have been discovered
within the process of translating the dataset; therefore, two versions of ParSQuUAD have been generated depending on
whether these errors have been corrected manually or automatically. As a result, the first large-scale QA training
resource for Persian has been generated. In addition, we trained three baseline models, i.e., BERT, ALBERT, and
Multilingual-BERT (mBERT), on both versions of ParSQUAD. mBERT achieves scores of 0%.55% and 0Y.A5% for F\
score and exact match ratio respectively on the test set with the first version and scores of Yo.A¥% and #Y.Y¥%
respectively with the second version. This model obtained the best results out of the three on each version of
.ParSQuUAD
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