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kground	and	Objectives:	Twitter	is	a	microblogging	platform	for	expressing	assessments,	opinions,	and	sentiments	on
different	 topics	 and	 events.	While	 there	 have	 been	 several	 studies	 around	 sentiment	 analysis	 of	 tweets	 and	 their
popularity	in	the	form	of	the	number	of	retweets,	predicting	the	sentiment	of	first-order	replies	remained	a	neglected
challenge.	Predicting	the	sentiment	of	tweet	replies	is	helpful	for	both	users	and	enterprises.	In	this	study,	we	define	a
novel	 problem;	 given	 just	 a	 tweet's	 text,	 the	 goal	 is	 to	 predict	 the	 overall	 sentiment	 polarity	 of	 its	 upcoming
replies.Methods:	To	address	this	problem,	we	proposed	a	graph	convolutional	neural	network	model	that	exploits	the
text's	 dependencies.	 The	 proposed	model	 contains	 two	 parallel	 branches.	 The	 first	 branch	 extracts	 the	 contextual
representation	of	the	input	tweets.	The	second	branch	extracts	the	structural	and	semantic	 information	from	tweets.
Specifically,	a	Bi-LSTM	network	and	a	self-attention	layer	are	used	in	the	first	layer	for	extracting	syntactical	relations,
and	an	affective	knowledge-enhanced	dependency	tree	is	used	in	the	second	branch	for	extracting	semantic	relations.
Moreover,	a	graph	convolutional	network	is	used	on	the	top	of	these	branches	to	learn	the	joint	feature	representation.
Finally,	a	retrieval-based	attention	mechanism	is	used	on	the	output	of	the	graph	convolutional	network	for	 learning
essential	 features	 from	 the	 final	 affective	 picture	 of	 tweets.Results:	 In	 the	 experiments,	 we	 only	 used	 the	 original
tweets	of	the	RETWEET	dataset	for	training	the	models	and	ignored	the	replies	of	the	tweets	in	the	training	process.
The	 results	 on	 three	 versions	 of	 the	RETWEET	dataset	 showed	 that	 the	 proposed	model	 outperforms	 the	 LSTM-
based	 models	 and	 similar	 state-of-the-art	 graph	 convolutional	 network	 models.	 Conclusion:	 The	 proposed	 model
showed	promising	results	in	confirming	that	by	using	only	the	content	of	a	tweet,	we	can	predict	the	overall	sentiment
of	 its	 replies.	Moreover,	 the	 results	 showed	 that	 the	 proposed	model	 achieves	 similar	 or	 comparable	 results	 with
simpler	 deep	models	 when	 trained	 on	 a	 public	 tweet	 dataset	 such	 as	 ACL	 ۲۰۱۴	 dataset	 while	 outperforming	 both
simple	deep	models	and	state-of-the-art	graph	convolutional	deep	models	when	 trained	on	 the	RETWEET	dataset.

.This	shows	the	proposed	model's	effectiveness	in	extracting	structural	and	semantic	relations	in	the	tweets
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